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Figure 3:

DATA

What kind of data
is available?

Presence-absence
Presence-only

How much data
do we have?

> Enough data for a
representative sample

> Not enough

> If this data is from a
recent study, can more
samples be taken

(only for current studies)

Are the data...

> “sites as fixed
effects”

> “sites as random
effects”

Which biases are
more prevelent in
the data?

> Accessibility Model
(distance to citles, roads,
protected areas)

> Effort Model
(relative intensity of sightings)

What covariates
would best
fix’ the data?

> Environmental
(soil, temp, etc.)

> Target group background

- Sites where other
species of the group have
been collected by the
specialist but not the exact
same species.

> Randomly sampled
background
- Random pseudo-absences in
equal number to presences
- Large number of
pseudo-absences

*if have to use pseudo-absances,
create a buffer around each
presence to minimize the false
negative rate*

Where can we
access this
background data
online?

> USGS, NOAA
(climate and land cover)

> GBIF (presence only)

> NVSB (presence-absence)
> Any med-large NHC will
have locality data open

access
(some with coordinates)
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Modeling
& Analysis

Which Maxent functional form works
best with the data?

> Linear

> Quadratic

» Theshold

> Hinges

> Product

> Categorical

> Defualt settings
(allows software to automatically select
functional forms to describe species’
responses to environmental conditions)

What is your priori hypothesis for the model?
What is your posteriori hypothesis for the model?

> AUC or AUCtg
(area under the reciever operating characteristic curve)

> Spearman’s rank
> Chi square

> Block cross validation
- Spatial cross validation

> Sampling bias grids

> Environmental Response curve



Tables 1, 2, and 3:

Table1 Area under the receiver operating characteristic
curve (AUC) and correlation between predictions and 0-1
test data (COR) for the methods considered; values shown
are averages over all 226 species.

Random background  Target-group background

Model AUC COR AUC COR
BRT 0.7275 0.2130 0.7544 0.2435
Maxent  0.7276 0.2100 0.7569 0.2446
MARS 0.6964 0.1787 0.7260 0.2145
GAM 0.6993 0.1765 0.7368 0.2196

Notes: For random-background models, background data
were chosen uniformly at random from the study area. For
target-group background, background data are the sites with
presence records for any species from the same target group.
Models are boosted regression trees (BRT), maximum entropy
(Maxent), multivariate adaptive regression splines (MARS),
and generalized additive models (GAM).

Table 2 Spearman rank correlations of improvement in AUC
when using target-group background instead of random
background.

Correlation with Correlation with
training bias test bias

Model  Spearman’s p P Spearman’s p P

Maxent 0.87 0.002 0.81 0.008
GAM 0.90 <0.001 0.93 <0.001
BRT 0.75 0.017 0.87 0.002
MARS 0.84 0.004 0.95 <0.001

Notes: The improvement is correlated against the degree of
bias in the training data for each target group (“training bias™)
and a measure of how well the training data for each target
group predict the test sites (“test bias”). In each case, we give
Spearman’s rank correlation coefficient (p) and the two-sided P
value for the null hypotheses that p=0.

Table 3 Coefficients for an analysis of variance for AUC and COR evaluated on independent presence-absence test data for

models of 226 species.

Algorithm Background Effect SE
Measure BRT GAM MARS Maxent  Random  Target group  Species  Algorithm  Background
AUC 0.0128 —0.0101 —0.0169 0.0141 —0.0154 0.0154 0.0228 0.0030 0.0021
COR 0.0157 —0.0146 —0.0160 0.0149 —0.0180 0.0180 0.0241 0.0032 0.0023

Note: Factors were species (per-species effects not shown), algorithm used to make the model (BRT, GAM, MARS, or Maxent),

and background data used for the model (random or target group).

Tables 4 and 5:

models trained on herbarium and NVS datasets.

Table 4 Effects of correcting for geographical sampling bias on the predictive performance of New Zealand tree fern distribution

Not correcting for sampling bias

Correcting for sampling bias

AUC COR AUC COR
Herbarium dataset 0.787 +0.012 0.474 =0.020 0.851 +0.004 0.588 *+0.008
NVS dataset 0.587 +0.003 0.165 +0.005 0.837 +0.004 0.549 +0.005

independent LUCAS dataset.
doi:10.1371/journal.pone.0055158.t001

extent of tree ferns (as a percentage of the total land area

MaxEnt was used to fit the models (feature type =LQ) and model performance indicated by mean (+1 standard deviation) AUC and COR values, evaluated by using the

Table S Effects of correcting for geographical sampling bias on the rates of false presences and absences, and on the predicted

of New Zealand).

Not correcting for sampling bias

Correcting for sampling bias

Percentage of NZ

Percentage of NZ

False False presences* predicted to be False False predicted to be
absences' (%) (%) occupied b (%) p (%) ied
Herbarium dataset 124 41.2 45.4 203 19.5 309
NVS dataset 198 64.1 345 122 30.0 359

40 runs and evaluated by using the LUCAS dataset.

doi:10.1371/journal.pone.0055158.t002

Models were fitted to two datasets (herbarium and NVS) using MaxEnt with the feature type set as “LQ". Model predictions were based on average predictions from the

*False presences occur when a model predicts a species as present whilst observed data indicate it is absent.
*False absences occur when a model predicts a species as absent whilst observed data indicate it is present.
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Tables 6 and 7:
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Table 6. Questions and summary responses based on 78 articles published between 2008 and 2010 and 30 articles published in the first half of 2012
[Correction added after online publication 6 December 2012: responses for question | have been changed)

Questions

1. Isit likely that the presence-only data
suffers from sample selection bias
(nonrandom sampling)?

2. Does article acknowledge detectability
and/or heterogeneity in detectability?

(No articles discussed heterogeneity
in detectability.)

3. Were absence data available and
discarded (i.e. could they have done a
PA analysis)?

4. Was MAXENTs output interpreted
as an occurrence probability? (Possible
answers: (a) Yes and interpretation of
results relied heavily on this assumption,
(b) Yes but results not dependent on
assumption, (c) No.)

5. Were response curves or betas reported?
(Possible answers: (a) Response curves,
(b) Beta values, (c) Signs of betas, (d) No.)

6. How many presences were used?
7. How many covariates were tested?

Response

Yes(Y)

Unclear (=)

No(N)

Mentioned detectability (Y)

Yes(Y)

No absence data (N)
Ungclear/Used for comparison (-)
Yes(aorb)

@

(b)

No(N)

Unclear

(@)

(b

©
No(N)
See Fig. 1
See Fig. 1

Frequency (% of clear responses)
2008-2010 2012 Total
57(92%) 19(76%) 76 (87%)
16 s 21
5(8%) 6(24%) 11(13%)
12(15%) 3(10%) 15(14%)
27(36%) 9(35%) 36(36%)
47 (64%) 17(65%) 64 (64%)
4 4 8
34 (44%) 24(83%) 58 (54%)
20(26%) 15(52%) 35(33%)
14 (18%) 9(31%) 23(21%)
44 (56%) 5(17%) 49(46%)
1 1
11(14%) 4(13%) 15(14%)
0 1(3%) 1(1%)
0 2(7%) 2(2%)
67 (86%) 23(77%) 90 (83%)

Table 7 Corrections required for both presence-absence and presence-only analyses under various assumptions

Detection probability

Equal to one

Less than one and constant

Varies*

Sampling probability

Constant  Presence-absence analysis preferable.

Relative measures of occurrence possible  Presence-absence analysis only; requires

Presence-only allowable, but many using both presence-absence and estimating relationship between detection
methods only yield relative presence-only; Royle et al. (2012) probability and environmental covariates
occurrence probability allows estimation of occurrence [e.g. through multiple visits to some sites and

probability provided that there is a use of programs such as PRESENCE (freely

relationship between occurrence and available online))

covariates. Presence-absence methods

yield occurrence probability when

provided with information on

detection probability

Varies*  Presence-only modelling requires Presence-only modelling requires that Presence-absence analysis only; requires

that sampling intensity can be sampling intensity can be standardized estimating relationship between detection
standardized objectively through objectively through modelling or probability and environmental covariates.
modelling or subsampling of data. subsampling of data. Requires correction  If users want to make inferences about average
Presence-absence analysis provides for detection probability in addition to occupancy across a landscape (as opposed to
unbiased estimates of occupancy covariates for unbiased estimates inferences about relationship to covariates),
conditional on sampled areas across a landscape this estimate must be based on covariate values
without covariates, but requires across the landscape. In other words, average
covariates and a reasonably occupancy from a non-representative sample

well-specified model for unbiased
estimates of occurrence probability
across a landscape

will not be equal to average occupancy across the
1 andscape without additional steps

*Varies here is shorthand for varies with respect to environmental covariates that are also related to occupancy patterns.
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